Implementation of an Adaptative Speech Coding Strategy for Cochlea Implants
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Abstract: In this paper we present the conception and the implementation of a speech processing interface for cochlea prosthesis. This module is based on a numerical speech processing algorithm which models the infected ear and generates the stimulus signals for the cilia cells (brain). This interface uses a Gammachirp filter bank constituted of 16 band pass filters (BFG) based on IIR filters. The central frequencies and ERB bands are computed with Glasberg and Moore models; however stimulus signals are selected after a spectral energy analysis of each channel. The energy and the amplitude of the selected BFG filter bank outputs are quantized and transmitted to the cochlea electrodes. To validate our work, we tested it on vowels, consonants then on several words pronounced by different speakers. The results demonstrated a degree of discrimination and interferences between different sounds especially in multi speaker environment.
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INTRODUCTION

Most hearing deficiencies of the human auditory system affect the internal ear (cochlea) and requires a specific cochlea implant [ZWI 81]. It is based on the conversion of the vocal message in electric impulses to the stimulation of the nerve cells. This prosthesis is composed of on a speech processing module which models and replaces the internal ear and an electronic interface for transmission, wave generation and signal reception [HAM 98].

Many studies developed auditory models which were inserted and used in the speech processing algorithms such as Flanagan model which is based on the physiological data measured by Bekesy, and a mathematical-computational model for the auditory mechanism. This model is divided into two parts, one comprising the middle ear and the other the basilar membrane. Richard Lyon [LYO 88] developed a model of an analogue electronic cochlea based on the knowledge of the its physical functioning. This approach models the fluid-dynamic wave medium by a cascade of filters based on the observed properties of the medium. The action of the active outer hair cells was modeled by automatic gain controls (AGC) which simulated the dynamic compression of the intensity range on the basilar membrane.

In 1986, Ray Meddis [MED 86] developed a model of inner hair cells based on its physiology. This model was used by Roy Patterson [PAT 95] to include a stage of neural transduction using the Meddis hair cell. Finally, Irino [IRI 01] has presented in 1992, a new model using a temporal speech analysis based on a gammatone and gammachirp filter bank decomposition.

The equivalent-rectangular bandwidths (ERB) and their central frequencies are computed with Glasberg [GLA 90] and Moore [MOO 83] equations.

1. The speech processing algorithm

Voice signal processing and coding algorithms are based either on temporal or on frequency representation and modeling of the human auditory system for improving the design of hearing devices and auditory prosthesis. After a pre-emphasis step and a segmentation of the speech signal into overlapped hamming windows, the algorithm uses a decomposition through a gammatone filter bank. Each signal of the 16 outputs is analyzed in order to compute its energy and envelope. The most significant bands are selected to be coded according to CIS strategy and then transmitted to the basilar membrane electrodes. The principle of our strategy is given by figure 1.
2. Gammachirp filterbank implementation

Johannesma proposed a temporal model deduced from the impulse responses measured from the electric impulses of the nervous fibers of the internal ear [JOH 72]. Irino and Patterson proposed a new model of the auditory filter called gammachirp, to introduce dependence opposite the level of intensity of resonant hard working stimulus. The impulse response of the gammachirp filter is given by the following expression [IRN 97]:

\[ g_c(t) = a \times \exp(-2 \pi \Phi \text{BERB}(f_r)t) \times \exp(j2 \pi f_r t + jc \ln t + j\phi) \]  

with:

- n: filter order,
- fr: is the modulation frequency of the gamma function,
- a: is the carrier normalization parameter,
- c: is the asymmetry coefficient of the filter,
- \( \phi \): is the initial phase,
- BERB: is the filter envelope,
- ERB: represents the equivalent rectangular band given by [MOO 83], [SMI 99]:

\[ \text{ERB}(fr) = 24.7 + 0.108 fr \]  

The frequency response of the gammachirp filter can be expressed as:

\[ G_i(f) = \frac{a \Gamma(n + j\Phi) \Gamma(n)}{\Gamma(n) 2\pi \sqrt{(\text{BERB}(f_r))^2 + (f - f_r)^2}} e^{j\phi} \]  

Figures 2 and 3 represent respectively the temporal impulse response and the frequency response of the gammachirp filter. The ERB of each gammashirp filter is calculated in function of the central frequency (fr) according to Fletcher [ALL 95]. If we use the formula of Glasberg and Moore [SMI 99] and if we suppose that the signal band is between fH and fL with a filter recovery ratio (v) hence, the N number of filters is selected like this [ABD 02]:

\[ N = \frac{9.26}{v} \ln \frac{f_H + 228.7}{f_L + 228.7} \]  

However, the central frequencies (fr) can be premeditated by the expression [10]:

\[ f_r = 228.7 + (f_H + 228.7)e^{-\frac{v}{228.7}} \]  

Figure 4 represents the speech signal and its spectrogram of the vowel /a/ pronounced by a female speaker. Figure 5 shows the frequency response of the gammachirp filter bank; in figure 6 we can observe the waveforms of the 16 filter bank output signals.
3. Conception of the Gammachirp Filter bank by R.I.I Filters

After computing the CF, ERB and analyzing the speech input signal through the Gammachirp Filter Bank (G.F.B), we will present in this section an approach to design and compute the numerical filters coefficients by I.I.R (Infinite Impulse Response) filter synthesis. The advantage of this method is its simplicity of computing and the design of the equivalent analogue filter by bilinear transform. Indeed, an IIR filter is a system which can be described as:

\[ y(n) = \sum_{k=0}^{N} a_k x(n - k) + \sum_{i=0}^{M} b_i x(n - i) \]  

(6)

Where \( x(n) \) and \( y(n) \) are respectively the filter input and output. The filter transfer function is:

\[ H(z) = \frac{\sum_{k=0}^{N} b_k z^{-k}}{1 - \sum_{i=0}^{M} a_i z^{-i}} \]

(7)

3.1. Calculation of the filters coefficients

The main problem is therefore the calculating of the \( a_k \) and \( b_k \) coefficients of the GFB. We can use Butterworth, Chebyshev and the elliptic functions or the Bilinear transform. By using Irino model [UNO 99] and according to relation (3), the frequency response of the GFB is:

\[ G_t(f) = \frac{a \Gamma(n + j\theta)e^{i\phi}}{2\pi b (f - f_r)^2} \]

(8)

\[ = \frac{a}{2\pi b (f - f_r)^2} e^{-j\phi} \]

\[ = \frac{a}{2\pi b (f - f_r)^2} \cdot e^{-j\phi} \cdot e^{j\theta} \]

The last equation can be written as the following form:

\[ G_t(f) = G_r(f) \cdot H_\theta(f) \]

and:

\[ |G_t(f)| = |G_r(f)| \cdot |H_\theta(f)| = \frac{1}{2\pi b (f - f_r)^2} \cdot e^{\theta} \]

with:

\[ \theta = \arctan\frac{f - f_r}{b} \]

(9)

\[ a = a \Gamma(n + j\theta) \quad \text{and} \quad b = b \Gamma(f_r) \]

As the \( Z \) transform of the GFB can be written as:

\[ H_c(z) = \prod_{k=1}^{N} H_c(z) \]

Hence:

\[ H_c(z) = \frac{(1 - \frac{1}{N} e^{j\theta} z^{-1})(1 - \frac{1}{N} e^{-j\theta} z^{-1})}{(1 - \frac{1}{N} e^{j\theta} z^{-1})(1 - \frac{1}{N} e^{-j\theta} z^{-1})} \]

(10)
with [UNO 99]:

$$r_k = \exp\left\{k, p_1 \cdot 2\pi \cdot b_{\text{ERB}}(f_r) / f_s\right\}, \quad \text{IIR filter}$$

$$k^\text{th} \text{ pole module}$$

$$\phi_k = 2\pi \left\{f_r + p_0 \cdot b_{\text{ERB}}(f_r) / f_s\right\},$$

Is the IIR $k^\text{th}$ pole argument

$$\varphi_k = 2\pi \left\{f_r - p_0 \cdot b_{\text{ERB}}(f_r) / f_s\right\},$$

is the pole argument

$p_0$, $p_1$ and $p_2$ are of the positive coefficients,

$f_s$: is the sampling frequency.

We can adopt the next values [IRI 01]:

$p_0 = 2; \quad p_1 = 1.35 - 0.19 |c|$

and $p_2 = 0.29 - 0.004 |c|

By identification of expression (10) of the GFB with the RII expression (7), we obtain the next coefficients values:

$$b_0 = 1, \quad a_1 = 2r_1 \cos(\phi_1), \quad b_1 = -2r_1 \cos \phi_1$$

$$b_2 = r_1^2$$

$$a_2 = -r_1^2 \ldots$$

The $r_1$, $\phi_1$, $\phi_2$, $\phi_2,...$ values can be deduced from last expressions by putting $k=1, 2, ...$

4. Coding Strategy

The spectral estimation of the filter bank output signals is used to extract the stimulus parameters which are: the excited electrodes (or channels) number and their order then the stimulation speed (or spikes) deduced from the channel amplitude or envelope. These parameters once normalized, will be quantized according to an uniform quantification before coding.

4.1. The adaptive coding strategy

Many coding strategies are actually used in cochlea implants such as CIS, SPEAK, ACE or ASR based either on a best temporal resolution or on a best frequency resolution of the speech signal [ROU 01].

In our study, we used an adaptive coding method based on the stimulation of a reduced number of electrodes (N from M: N= 3 to 5, M=16) which present the high energies as illustrated in figure 7.

The number N is determined by the spectral estimation of the GFB outputs. We retain only the channels which the energy constitutes more than 90 % of the total energy. The second parameter is the stimulation speed which is adaptive with an automatic detection of the transitory speech components (consonants) and stationary components (vowels) by using a variable size analysis window.

Hence, for a vowel, the analysis window is high with a slow stimulation rate, when to the consonants;

the window is weak with a high stimulation rate and a small number of channels or excited electrodes (N ≤ 3). The stimulation channels orders are selected to avoid the electric interactions between adjacent bands.

4.2. Stimulation rate

The speed of the electric pulses exciting each electrode constitutes an important parameter of the cochlea implant. This cadence can be fixed or variable between the different electrodes.

In our case, we use a variable stimulation rate according to two frequency bands and the variance of the analyzed information. For example:

- the zone ≤ 1500 Hz which is an energetic, vocalic and melodic band, represents 40 % of the acoustical speech information and 60 % of the energy. It also contains the spectral elements generally useful for the speech perception. In this case, we use 3 to 6 stimulation channels with a rate of 400 to 500 impulses by second,

- the zone ≥ 1500 Hz where we find the fricative components, explosive and most consonant components, that represents 60 % of the acoustical speech information and 40 % of the energy. In this case, we use 3 excited channels with a stimulation rate of 1200 to 1600 impulses by second.

5. Simulation Results

We have integrated the algorithm of figure 1 in a Matlab speech processing program for evaluating and simulation of our coding strategy. As input speech, we used sounds from TIMIT database.

Figures 8, 9 illustrate respectively the GFB filter bank temporal responses and its spectral energy (with 16 channels) of the vowels /a/, pronounced by a female voice. We can observe that in the case of /a/ the maximum of energy is located at the 3rd channel with a variable energy distribution for the others channels. According to figure 11, the channels 3, 5 and 7 constitute 88% of the speech energy and can therefore selected for the stimulation electrodes.

![Figure 7: coding strategy](image-url)
According to our coding strategy, we can deduce that for the analyzed vowel /a/, there are 3 most significant channels which are the 3rd, 5th and 7th corresponding to channels with central frequencies: 263Hz, 507 Hz, 871 Hz. As all these values are located at the energy and vocalic zone (≤1500 Hz), we can use 3 excited channels with stimulation rate 400 pps for the 7th electrode, 447 pps for the 5th electrode and 600 pps for the 7th electrode which was calculated in function of the three channels amplitude and variance.

Figure 8: Filterbank outputs for the vowel /a/ (N=16 channels)

Figure 9: Spectral estimation by band for the vowel /a/ (N=16 channels)

Figure 10: Speech input and reconstructed speech using 16 then 3 channels for the vowel /a/: female sound

Figure 11: Filterbank outputs for the vowel /i/ (N=16 channels)

Figure 12: Spectral estimation by band for the vowel /i/: female sound

Figure 13: Temporal representation of the GFB outputs for the consonant /sh/: female sound
According to figures 12 and 13, we can deduce that for the analysed consonant /sh/, there are two most significant channels which are the 13th and 14th corresponding to channels with central frequencies: 3450Hz, 4270 Hz. As all these values are located at the acoustic zone (≥ 1500 Hz), we can use two excited channels with stimulation rate 1200 pps for the 13th electrode, 1600 pps for the 14th electrode which was calculated in function of the channels variance.

Figure 14 illustrates two stimulation channels with different stimulation rates. The first one corresponds to the 3rd channel and corresponds to a stationary frames (vowel), however the second one refers to the 14th channel and correspond to transitory speech components (consonant, fricative, plosive,..).

Figure 14: Stimulation rates of two channels

6. Validation

The distances between the energy coefficients allow us to measure the separation between the stimulation parameters and to verify consequently the efficiency of our strategy. We can also observe the discrimination between the sound components in single and multi speaker environments and then compute the degree of correlation and interferences between the stimulation channels or electrodes. According to Hölder, the spectral distance is expressed by the mean quadratic norm value as:

$$d = \frac{1}{16} \left( \sum_{k=1}^{16} |x_k - y_k|^2 \right)$$

$x_k$ and $y_k$ are the energy coefficients of the $k$th channel.

6.1. Simulation results

The following figures 15 and 16 represent the result of the sixteen channel energy coefficients calculated from vowels and consonants localized in several words and pronounced by the same female speaker. We can easily observe a similar localization of the similar processed speech around 3 or 4 channels. For example, the most energy channels (which will be selected and excited) for the vowel /a/ in the words /dark/ and /had/ are the 4th, 5th and 6th channels.

Figure 15: 16 channels parameters of consonants (/sh, /sh/) repeated by the same female speaker

Figure 16: 16 channels parameters of consonants (/sh, /sh/) repeated by the same female speaker

Table 1: Spectral distances between several sounds pronounced by the same female speaker

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>/a/</td>
<td>0.0002</td>
<td>0.037</td>
<td>0.138</td>
<td>0.258</td>
<td>0.125</td>
<td>0.138</td>
<td>0.159</td>
<td>0.174</td>
<td>0.194</td>
<td>0.140</td>
<td>0.185</td>
<td>0.127</td>
<td>0.149</td>
<td>0.124</td>
<td>0.124</td>
</tr>
<tr>
<td>/e/</td>
<td>0.194</td>
<td>0.037</td>
<td>0.138</td>
<td>0.258</td>
<td>0.125</td>
<td>0.138</td>
<td>0.159</td>
<td>0.174</td>
<td>0.194</td>
<td>0.140</td>
<td>0.185</td>
<td>0.127</td>
<td>0.149</td>
<td>0.124</td>
<td>0.124</td>
</tr>
<tr>
<td>/i/</td>
<td>0.159</td>
<td>0.138</td>
<td>0.258</td>
<td>0.125</td>
<td>0.138</td>
<td>0.159</td>
<td>0.174</td>
<td>0.194</td>
<td>0.140</td>
<td>0.185</td>
<td>0.127</td>
<td>0.149</td>
<td>0.124</td>
<td>0.124</td>
<td>0.124</td>
</tr>
<tr>
<td>/o/</td>
<td>0.174</td>
<td>0.194</td>
<td>0.138</td>
<td>0.258</td>
<td>0.125</td>
<td>0.138</td>
<td>0.159</td>
<td>0.174</td>
<td>0.194</td>
<td>0.140</td>
<td>0.185</td>
<td>0.127</td>
<td>0.149</td>
<td>0.124</td>
<td>0.124</td>
</tr>
<tr>
<td>/u/</td>
<td>0.194</td>
<td>0.159</td>
<td>0.138</td>
<td>0.258</td>
<td>0.125</td>
<td>0.138</td>
<td>0.159</td>
<td>0.174</td>
<td>0.194</td>
<td>0.140</td>
<td>0.185</td>
<td>0.127</td>
<td>0.149</td>
<td>0.124</td>
<td>0.124</td>
</tr>
</tbody>
</table>
with:

$A_{i,j}$, $I_{i,j}$ and $U_{i,j}$: spectral energy distances of $A$, $I$ and $U$ Indices 1 : refers to the first word , 2: second word , 3: third word containing the same vowel.

All above results are illustrated in table 1 on which we can observe the weak distance values between the same vowels.

6.2. Interpretation

The obtained results show that this strategy depends on the fundamental frequency. As soon as the pitch value varies from speaker to other, the distance between two identical vowels pronounced by distinct speakers is not more hopeless but remains generally the small distance in the table with the exception of some confusions between i and u. This little perturbation shows a certain overlap between certain vowels but the GFB filter bank keeps a sufficient discrimination between them in multi and inter speaker environment. The presented figures confirm these results since we see that each vowel or consonant is well localized in the selected stimulation channels.

7. Conclusion

In this study, we presented a new implementation method of speech processing and coding which is intended for cochlea implants. This strategy is based on an adaptative parameters extraction of the speech signal. These three parameters are the number of the stimulation channels (3 to 5), their order and finally their stimulation rate (number of pulses per second).

The first and second parameters are chosen after a spectral energy analysis by channel of the 16 filter bank output signals. However, the last parameter is chosen in function of the envelope and amplitude signal of every stimulated channel and the vocal and acoustic information. In fact, for vocal, vowels and voiced speech frames, the stimulation rate varies between 1200 and 1600 pps in function of the signal amplitude and envelope. This technique is implemented and simulated under Matlab under several environments and speech database (TIMIT with several speakers and words). The several simulation results of stimulation channels and their interferences in different words, demonstrated a good discrimination between these information especially for vowels, consonants, voiced and unvoiced speech frames. Besides, our adaptative strategy uses a variable stimulation channel speed with an automatic detection of the transitory components and stationary information in the processed word. This technique has the advantage to reduce the number of channels and to obtain a best signal intelligibility.
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