Artificial Neural Network & Mel-Frequency Cepstrum Coefficients-Based Speaker Recognition
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Abstract: Speaker recognition is the process of automatically recognizing who is speaking on the basis of individual information included in speech waves. This technique makes it possible to use the speaker’s voice to verify their identity and control access to services such as voice dialing, banking by telephone, telephone shopping, database access services, information services, voice mail, security control for confidential information areas, and remote access to computers.

This document demonstrates how a speaker recognition system can be designed by artificial neural network using Mel-Frequency Cepstrum Coefficients of voice signal. Note that the training process did not consist of a single call to a training function. Instead, the network was trained several times on various input ideal and noisy signals coded by Mel-Frequency Cepstrum Coefficients, the signals which contains voices. In this case training a network on different sets of noisy signals forced the network to learn how to deal with noise, a common problem in the real world.
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1 Introduction

Speaker recognition can be classified into identification and verification. Speaker identification is the process of determining which registered speaker provides a given utterance. Speaker verification, on the other hand, is the process of accepting or rejecting the identity claim of a speaker(Ostendorf & al., 1996),(Minh & al., 2003),(Carrillo, 2003).

Speaker recognition methods can also be divided into text-independent and text-dependent methods. In a text-independent system, speaker models capture characteristics of somebody’s speech which show up irrespective of what one is saying. In a text-dependent system, on the other hand, the recognition of the speaker’s identity is based on his or her speaking one or more specific phrases, like passwords, card numbers, PIN codes, etc(Carrillo, 2003).

All technologies of speaker recognition, identification and verification, text-independent and text-dependent, each have its own advantages and disadvantages and may requires different treatments and techniques. The choice of which technology to use is application-specific (Carrillo, 2003),( Hosom, & al., 1999),(Fokou, & al., 2002),(Patel & al., 1999).

1.1 How speaker recognition works

At the highest level, all speaker recognition systems contain two main modules (Ostendorf & al., 1996),(Minh & al., 2003),(Cornaz, & al., 2003): feature extraction and feature matching. Feature extraction is the process that extracts a small amount of data from the voice signal that can later be used to represent each speaker. Feature matching involves the actual procedure to identify the unknown speaker by comparing extracted features from his/her voice input with the ones from a set of known speakers. We will discuss each module in detail in later sections.

Although voice authentication appears to be an easy authentication method in both how it is implemented and how it is used, there are some user influences that must be addressed (Carrillo, 2003),(Davis & al., 1980):

- Colds. If the user has a cold which affects his or her voice that will have an effect on the acceptance of the voice-scanning device. Any major difference in the
sound of the voice may cause the voice-scanning device to react in a negative way, causing the system to reject the user.

- Expression and volume. If a person is trying to speak with expressions on their face (i.e. smiling at the same time) their voice will sound different. The user of the device must also be able to speak loudly and clearly in order to obtain accurate results.
- Misspoken or misread prompted phrases. If the user is required to authenticate by speaking a prompted phrase and they mispronounce the phrase, they will be rejected by the system.
- Previous user activity may have an impact on the outcome of the voice scanning device. For example, if the user is out of breath and is unable to speak well.
- Background noises will interfere with the user who is trying to authenticate to the device. The environment in which the user is authenticating to the device must be free of any major background noise.

2. Proposed design

The problem of speaker recognition belongs to a much broader topic in scientific and engineering so called pattern recognition. The goal of pattern recognition is to classify objects of interest into one of a number of categories or classes. The objects of interest are generically called patterns and in our case are sequences of acoustic vectors called matrix codes or voiceprints that are extracted from an input speech using the techniques described in the later section. The classes here refer to individual speakers. Since the classification procedure in our case is applied on extracted features, it can be also referred to as feature matching.

This document demonstrates how speaker recognition can be done with a backpropagation artificial neural network as matching process, but above the acoustic characteristics of the voice signal was converted into a matrix code, also called voiceprint, by using Mel-Frequency Cepstrum Coefficients (MFCC-function)(Minh & al., 2003),(Cornaz, & al., 2003).

3. Problem statement

An artificial neural network is to be designed and trained to recognize the voice signal code of the database that is actually used (Howard & al., 1998),(Adjoudj, & al., 2004a),(Adjoudj, & al., 2004b),(Adjoudj, & al., 2004c). An imaging system that converts each voice signal in voiceprint or voice signal matrix code by using a Mel-Frequency Cepstrum Coefficients (MFCC-function) centered in the system’s field of acoustic is available. The result is that each voice signal is represented as a matrix of 160 reals values. (voiceprint or voice signal matrix code size ~ 20 x 8).

3.1 Creating a voice signal code

The signal of a voice is first processed by software that convert the speech waveform to some type of parametric representation (at a considerably lower information rate) for further analysis and processing.

The speech signal is a slowly timed varying signal (it is called quasi-stationary). An example of speech signal is shown in Figure 2. When examined over a sufficiently short period of time (between 5 and 100 mSec), its characteristics are fairly stationary. However, over long periods of time (on the order of 1/5 seconds or more) the signal characteristic change to reflect the different speech sounds being spoken. Therefore, short-time spectral analysis is the most common way to characterize the speech signal.

A wide range of possibilities exist for parametrically representing the speech signal for the speaker recognition task, such as Linear Prediction Coding (LPC), Gaussian mixture models (GMM)(Mami,2003), Mel-Frequency Cepstrum Coefficients (MFCC), and others[14].

MFCC is perhaps the best known and most popular, and these will be used in this paper. MFCC’s are based on the known variation of the human ear’s critical bandwidths with frequency, filters spaced linearly at low frequencies and logarithmically at high frequencies have been used to capture the phonetically important characteristics of speech(to obtain voiceprint or voice signal matrix code). This is expressed in the mel-frequency scale, which is a linear frequency spacing below 1000 Hz and a logarithmic spacing above 1000 Hz. The process of computing MFCCs is described in more detail in (Minh & al., 2003),(Cornaz, & al., 2003).

A block diagram of the structure of an MFCC processor is given in Figure 1. The speech input is typically recorded at a sampling rate above 10000 Hz. This sampling frequency was chosen to minimize the effects of aliasing in the analog-to-digital conversion. These sampled signals can capture all frequencies up to 5 kHz, which cover most energy of sounds that are generated by humans. As been discussed previously, the main purpose of the MFCC processor is to mimic the behavior of the human ears. In addition, rather than the speech waveforms themselves, MFCC’s are shown to be less susceptible to mentioned variations.

The voice signal matrix is immediately encrypted to eliminate the possibility of identity theft and to maximize security. For example, here is the voice signal from database(Cornaz, & al., 2003) and the voiceprint matrix of this voice signal (figure 2):

![Figure 1. Block diagram of the MFCC processor](image_url)
The neural network needs 160 inputs and N neurons in its output layer to identify the speaker. The network is a two-layer tang-sigmoid/tang-sigmoid network like use in (Howard & al., 1998),(Adjoudj, & al., 2004a),(Adjoudj, & al., 2004b),(Adjoudj, & al., 2004c). The tang-sigmoid transfer function was picked because its output range (0 to 1) is perfect for learning to output Boolean values (see figure3).

The hidden layer has 150 neurons. If the network has trouble learning, then neurons can be added to this layer (Howard & al., 1998),(Adjoudj, & al., 2004a),(Adjoudj, & al., 2004b),(Adjoudj, & al., 2004c). The network is trained to output a 1 in the correct position of the output vector and to fill the rest of the output vector with 0’s. However, noisy input speech signals may result in the network not creating perfect 1’s and 0’s. After the network has been trained the output will be passed through the competitive transfer function. This function makes sure that the output corresponding to the speaker most like the noisy input speech signal takes on a value of 1 and all others have a value of 0. The result of this post-processing is the output that is actually used (Howard & al., 1998),(Adjoudj, & al., 2004a),(Adjoudj, & al., 2004b),(Adjoudj, & al., 2004c).

4. Voiceprint recognition

In less than a few seconds, even on a database of millions of records, the voiceprint generated from a voice signal is compared to previously enrolled ones to see if it matches any of them. The decision threshold is automatically adjusted for the size of the search database to ensure that no false matches occur even when huge numbers of voiceprints are being compared with the live one. Some of the bits in a voiceprint signify if some data is corrupted (e.g. the speaker has a cold), so that it does not influence the process, and only valid data is compared. Decision thresholds take account of the amount of acoustic voice signal data, and the matching operation compensates for any tilt of the speech waveform. A key advantage of speaker recognition is its ability to perform identification using a one-to-all search of a database, with no limitation on the number of voiceprint records and no requirement for a user first to claim an identity, for example with a card. For our method we use a artificial neural network for matching and perform recognition using a one-to-all search of a database, which is described in more detail next.

4.1 Neural network

The network will receive the 160 real values as a 160-element input voiceprint matrix of voice signal (voiceprint matrix size ~ 20 x 8, see figure3). It will then be required to identify the speaker by responding with a N-element output vector (for more detail about N see above). The N elements of the output vector each represent a speaker (see figure3).

To operate correctly the network should respond with a 1 in the position of the speaker being presented to the network. All other values in the output vector should be 0.

4.2 Architecture of neural network

The neural network needs 160 inputs and N neurons in its output layer to identify the speaker. The network is a two-layer tang-sigmoid/tang-sigmoid network like use in (Howard & al., 1998),(Adjoudj, & al., 2004a),(Adjoudj, & al., 2004b),(Adjoudj, & al., 2004c). The tang-sigmoid transfer function was picked because its output range (0 to 1) is perfect for learning to output Boolean values (see figure3).

The hidden layer has 150 neurons. If the network has trouble learning, then neurons can be added to this layer (Howard & al., 1998),(Adjoudj, & al., 2004a),(Adjoudj, & al., 2004b),(Adjoudj, & al., 2004c). The network is trained to output a 1 in the correct position of the output vector and to fill the rest of the output vector with 0’s. However, noisy input speech signals may result in the network not creating perfect 1’s and 0’s. After the network has been trained the output will be passed through the competitive transfer function. This function makes sure that the output corresponding to the speaker most like the noisy input speech signal takes on a value of 1 and all others have a value of 0. The result of this post-processing is the output that is actually used (Howard & al., 1998),(Adjoudj, & al., 2004a),(Adjoudj, & al., 2004b),(Adjoudj, & al., 2004c).

4.3 Training

To create a neural network that can handle input speech signal (voiceprint) it is best to train the network on ideal speech signals. To do this the network will first be trained on ideal speech waveform (voiceprint) until it has a low sum-squared error.

Then the network will be trained on 10 sets of ideal and noisy speech signals. The network is trained on two copies of the noise-free database at the same time as it is trained on noisy speech signals. The two copies of the noise-free database are used to maintain the network’s ability to classify ideal input speech signals.

Unfortunately, after the training described above the network may have learned to classify some difficult noisy speech signals of speaker at the expense of properly classifying a speaker (voiceprint of speaker).
Therefore, the network will again be trained on just ideal speech signals of speaker. This ensures that the network will respond perfectly when presented with an ideal speech signal. All training is done using backpropagation with both adaptive learning rate and momentum.

4.3.1. Training with artificial neural network “System 1”. The speaker recognition system is initially trained with artificial neural network for a maximum of 5000 epochs or until the network sumsquared error falls below 0.001 (see a figure 4).

4.3.2. Training without artificial neural network “System 2”. Now, we created a new speaker recognition system, that trained without artificial neural network but we use directly a well-know algorithm, namely LBG algorithm (Minh & al., 2003),(Cornaz, & al., 2003),[15], for clustering a set of training vectors or signals into a set of codebook or voiceprint vectors, and finally, we compare the results of the two speaker recognition systems (“System1” & “System2”).

5. Experiment and Test
To evaluate the performance of the proposed method, we collected a large number of speech signal of different speakers at different moments using an appropriate sensor to form our own Database. The database includes 294 speech signals (N=294) from 142 different subjects. The speech signals are acquired during different sessions and with different kinds of noise, which provides a challenge to our system.

To test and compare the two systems, an speech signal with noise can be created and presented to the two systems, and a two other databases of speech signals can be downloaded and presented to the our system as data-sets, which the first one named CMU Speaker Database (Patel,1996), To the best of our knowledge, this is the largest speech signal of speaker database available in the public domain. The subjects consist of 203 members of the CMU university (N=203, for more detail about N see above ), the second one named ASR Database(Minh & al., 2003), with a 60 subjects from Audio Visual Communications Laboratory Swiss Federal Institute of Technology (then in our case N=60).

Finally, these three databases of voice can be presented to the two systems as data-sets. Table1 shows the results of recognition rate and performance of a proposed two systems (see table 1 for more examples of databases with different kind of speaker’s voice).

6. System performance
The reliability of the pattern recognition system is measured by testing the system with hundreds of input voices of speakers with varying quantities of noise i-e. synthetic noise. We test the two systems at various noise levels and then graphs the percentage of each system errors versus noise. Noise with mean of 0 and standard deviation from 0 to 100 are added to input voices. At each noise level 100 presentations of different noisy versions of each voice of speaker are made and the two system’s outputs are calculated. The number of erroneous classifications are then added and percentages are obtained (see figure 5 ).
### Table 1. Recognition results on the speaker's voice database (of a three data-sets)

<table>
<thead>
<tr>
<th>Speaker Recognition System</th>
<th>Matching Algorithm As “Pattern recognition Module”</th>
<th>Time of Training</th>
<th>Recognition Rate (RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ASR Database “N = 60”</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Train Set</td>
</tr>
<tr>
<td>“System1”</td>
<td>Artificial Neural Network</td>
<td>40 min 39 sec</td>
<td>95.55%</td>
</tr>
<tr>
<td>“System2”</td>
<td>LBG algorithm “vector quantizer design Algorithm”</td>
<td>2 hours 15 min 45 sec</td>
<td>94.33%</td>
</tr>
</tbody>
</table>

The dashed line (blue dashed line) on the graph shows the reliability for the first system “system1” (with artificial neural network as pattern recognition) trained with and without noise. The reliability of the second system “system2” when it had only been trained without artificial neural network but it use directly a LBG algorithm as pattern recognition is shown with a solid line (green line).

Thus, training the two systems on noisy input signal waveforms of speaker greatly reduced their errors when they had to classify or to recognize noisy signal waveforms of speaker. The two systems did not make any errors for voices with noise of mean 0.00 or 0.50. When noise of mean is greater than 0.50 was added to the voices first system began to make errors but the second system began to make errors until 1.50.

If a higher accuracy is needed the two systems could be trained for a longer time or retrained with more neural in their hidden layers respectively for the first system.

Finally, the two systems could be trained on input speech signals with greater amounts of noise if greater reliability were needed for higher levels of noise.

### 7. Conclusion

Speaker recognition is challenging problems and there is still a lot of work that needs to be done in this area. Over the past ten years, speaker recognition has received substantial attention from researchers in biometrics, pattern recognition, signal processing, and cognitive psychology communities. This common interest in speaker recognition technology among researchers working in diverse fields is motivated both by the remarkable ability to recognize people and by the increased attention being devoted to security applications.

Applications of speaker recognition can be found in security, multimedia, and entertainment domains. We have demonstrated how a speaker recognition system can be designed by artificial neural network using Mel-Frequency Cepstrum Coefficients matrix of voice as inputs (for capturing the phonetically important characteristics of speech, for optimising the size of signal voice and for saving training time of neural network). Note that the training process did not consist of a single call to a training function. Instead, the network was trained several times on various input ideal and noisy signals of voices. In this case training a network on different sets of noisy signals forced the network to learn how to deal with noise, a common problem in the real world.
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